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7 February 2019

Council for Science, Technology and Innovation, Cabinet Office
The Central Common Government Office

No.8, 1-6-1 Nagatacho Chiyoda-ku,

Tokyo, 100-8914, Japan

Dear Cabinet Office

Salesforce is pleased to provide this submission to the Cabinet Office in response to its paper “Social
Principles on Human Centric Al.”

Salesforce welcomes discussion on this important topic and how to advance Japan's Society 5.0.

We note Artificial Intelligence (Al) is the replication of human intelligence in machines where computers
learn to mimic human movement through robotics, visual understanding with computer vision and
language capability with natural language processing.

While the benefits of Al are significant and include improved efficiency and productivity, solves complex
problems, and allows focus for more higher level tasks, Salesforce acknowledges there are global ethical
concerns that Al could replace jobs and other functions that humans currently perform, or could be used
in ways that reinforce bias or discrimination.

Salesforce

Salesforce began in 1999 when it was founded with a vision for a new kind of company—one with a new
technology model, a new business model and a new philanthropic model. The new technology model
was based on multi-tenant cloud infrastructure and the business model was pay-as-you-go subscription
for enterprise technology. The philanthropic model is the 1-1-1 Model, which dedicated 1% of
Salesforce’s equity, 1% of Salesforce’s product and 1% of Salesforce employees’ time back to
communities around the world.

Salesforce is a provider of software as a service (“SaaS”) and platform as a service (“PaaS”) offerings and
is the global leader in Customer Relationship Management (CRM) software. Customer trust is our
number one value. Our success depends on the delivery of reliable services to our customers in



Australia, and around the globe.

Salesforce has been operating in Japan since 2000. Through our ecosystem of customers, partners, and
developers, we expect to help create 153,387 new jobs and contribute over $106 billion in net new
business revenues by 2022.

Salesforce and Artificial Intelligence

Built into the Salesforce Platform, Einstein is a layer of artificial intelligence that democratizes the power
of Al for every Salesforce user. Salesforce Einstein empowers everyone to deliver smarter, more
personalized and predictive customer experiences by automatically discovering relevant insights,
predicting future behavior, proactively recommending best next actions and even automating tasks.

Salesforce is delivering more than 1 billion Al-driven predictions to its customers every day. Those
predictions are powered by Einstein-branded capabilities, which include sales and service forecasting,
and has the power to improve and transform the way societies live and work, and our interactions with
one another.

Salesforce is of the view that Al systems should treat all people fairly; Al systems should empower
everyone and engage people; Al systems should perform reliably and safely; Al systems should be
understandable; and Al systems should be secure and respect privacy.

At Salesforce, we have determined that this ethical and humane use of technology, especially within this
context of the Fourth Industrial Revolution, must be clearly addressed, not only by us, but by our entire
industry.

Our industry has reached an inflection point that must be supported by a strong set of guiding values.
Technology is not inherently good or bad. It’s what we do with it that matters. And that’s why we’re
making the ethical and humane use of technology, a strategic initiative at Salesforce.

Salesforce believes Al best serves society when it is:

Inclusive: Respects the societal values of all those impacted, not just those of the creators. It
must protect human rights, honor diversity, and promote equality and equity.

Responsible: Respects laws and regulations. Strives to adhere to the highest security and safety
protocols.

Accountable: Seeks to address feedback and mitigate harm.

Empowering: We will target our innovation efforts toward enabling human flourishing.



Transparent: We strive to ensure our customers understand the recommendations and
predictions Einstein makes.

Recommendations

Salesforce supports the seven principles outlined by the Cabinet Office concerning the “Social Principles
of Human-Centric Al.”

In addition Salesforce would like to provide additional recommendations for the Cabinet Office to
consider:

Public-Private partnerships. In doing so we wish to mention that Al is constantly evolving and
improving, and there is a role in Public-Private partnerships. By leveraging these partnerships we
can share learning between industries concerning the development of Al and further promote
diversity and inclusion.

Principles-based vs regulation. Flexible regulatory approach. Regulation could sometimes
create unintended consequences. To this end a principles-based rather than regulatory
approach is recommended.

Transparency. One of the social principles covers transparency. Where appropriate those
organizations using Al need to clearly articulate how it is being used, and algorithms are being
applied responsibly.

Chief Officer. The Japanese Government should consider appointing a "Chief ethical and
humane use officer". (Salesforce appointed such an officer effective from thisyear).

Advisory Council. The Japanese Government should consider appointing an independent
Advisory Council with public and private sector representatives to advise on the development of
the Social Principles moving forward as technologies develop.

Thank you for the opportunity to provide comment to this important initiative. Should you require
further information please contact me at sgrigorian@salesforce.com
Yours sincerely

Sassoon Grigorian
Director, Government Affairs & Public Policy, APAC
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We support that the development of Social Principles will help to
promote an “Al-Ready society.” For your further consideration
finalizing this document, we offer the recommendations in each
section as follows.

[ “Al-Ready ”

]

1 Introduction

(1 ]

We understand that this chapter articulates that redesigning the
current society and transforming into the “Al-Ready Society” is
relevant to realize “Society 5.0”, future society of Japan. We
would recommend including a summary description of
“Society5.0” in this section not only for the benefit of Japanese
citizens but also for global understanding.
[ Al-Ready
“Society5.0”

"Society5.0” ]

2 Fundamental Philosophy”
(2 ]

We recommend clarifying why this fundamental philosophy is
important as relates to an Al-Ready Society. We presume this
philosophy relates to building an “Al-Ready Society”. If true, this
section may be better served with the title, “Fundamental
philosophy for building an Al-Ready Society”.
[ “Al-Ready “

"Al-Ready “

Al-Ready
]

3 Al Ready Society: Essential social
revolution to achieve Society 5.0
[3 Society 5.0

Al-Ready ]

We understand that this chapter introduces a vision of “Al-Ready
Society” (what is “Al-Ready Society”) from the five areas
highlighted: “Human”, “Social Systems”, “Industry Structures”,
“Innovation Systems” and “Governance”. We recommend

modifying the introductory part of this section to explain how

13




these five areas, together, are the essential areas to consider in
achieving Society 5.0.
[ Al-Ready Al-Ready

5 Society5.0
]

3, (3) Industry Structures
(3.(3) ]

We support that industry structures should be “flexible and open
internationally.” We recommend including a broad principle
supporting that there should be no market access barriers against
innovative Al applications and services; and also policies
developed in Japan should support the free movement of data
across borders, which will be critical to the continued
development and optimization of Al systems.

[
Al Al

Al

]

3, (5) Governance

(3 ]

We support the goal to establish an agile system in which diverse
stakeholders — government, industry, academia and the general
public- collaborate to assess, decide and implement rules,
systems, and standards to achieve appropriate governance.

We recommend including verbiage to specifically call out a goal
for the harmonization of domestic & international standards and

principles as they are developed in Japan

[

]

4-4.1, (2) Education
[4-4.1, (2)

We support and agree with the need, as articulated, to develop
an educational environment for all with respect to Al.
We recommend changing the following statement at the end of

the section, “In order to develop such an educational

14




environment, it is desirable that companies and citizens work on
their own initiative, not to burden administrations and schools
(teachers)”

To the following:

“In order to develop such an educational environment,
government should work with both industry and academia to
assess future needs in a world that increasingly uses Al, and
develop curriculum that will help benefit society in general and
the workforce in particular.”

[Al

Al

]

4-4.1, (3) Privacy
[4-4.1, (3)

We agree and support personal data protection by not infringing
freedom, dignity and equality; by ensuring accuracy, legitimacy
and individual manageability; by considering importance and
sensitivity.
For applying these principles in practice, we would like to share
our recommendations, as follows, for your reference:
New legislative and regulatory initiatives should be
comprehensive, technology neutral, and should enable the free
flow of data.
Organizations should embrace risk-based accountability
approaches.
Automated decision-making should be fostered while
augmenting with safeguards to protect individuals.
Governments should promote access to data by making open
government database; actively supporting the creation of
reliable data base; fostering incentives for data sharing
between the public and private sector and among industry

players; by contributing to the creation of international voluntary

15



standards; and by promoting diversity in datasets to reduce
bias.

[J Funding research in security is essential to protect privacy.

[t takes data to protect data: In order to detect biases or cyber
threats and to protect personal data, Al needs to process

personal data.

Al ]

4-4.1, (6) Fairness, Accountability, and
Transparency
[4-4.1, (6)

]

We agree and support fair and transparent decision making and
accountability for Al systems and results.
For applying these principles in practice, we would like to share
our recommendations, as follows, for your reference:
Standing for “Accountable Artificial Intelligence”: Governments,
industry and academia should apply the Information
Accountability Foundation’s principles to Al. Organizations
implementing Al solutions should be able to demonstrate to
regulators that they have the right processes, policies and

resources in place to meet those principles.

16



Transparent decisions: Governments should determine which
Al implementations require algorithm explainability to mitigate
discrimination and harm to individuals.

[ Al

- Al Information
Accountability Foundation(IAF) Al
Al

Al

4-4.2 Development
Principles of Al
[4-4.2 Al

and Utilization

We agree and support the need to build international consensus
“Al Principles” given that the development & utilization

principles of Al are currently being discussed across industry,

academia, civil society and nations.

[ Al

“Al ” ]
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PREPARING FOR THE FUTURE OF
ARTIFICIAL INTELLIGENCE " 1In
general, the approach to regulation
of Al-enabled products to protect
public safety should be informed by
assessment of the aspects of risk
that the addition of Al may reduce,
alongside the aspects of risk that it
may increase. If a risk falls within
the bounds of an existing regulatory
regime, moreover, the policy
discussion should start by
considering whether the existing
regulations already adequately
address the risk, or whether they
need to be adapted to the addition of
Al. Also, where regulatory responses
to the addition of Al threaten to
increase the cost of compliance or
slow the development or adoption of
beneficial innovations, policymakers
should consider how those responses
could be adjusted to lower costs and
barriers to innovation without
adversely impacting safety or market
fairness.” Al

Al

Al

EU DRAFT ETHICS GUIDELINES FOR
TRUSTWORTHY Al " The High-Level
Expert Group on Al (* Al HLEG" )
believes in an approach to Al ethics
that uses the fundamental rights
commitment of the EU Treaties and
Charter of Fundamental Rights as the
stepping stone to identify abstract
ethical principles, and to specify
how concrete ethical values can be
operationalised in the context of Al.
sdhe EU is based on a constitutional




commitment to protect the fundamental
and indivisible rights of human
beingsl, ensure respect for rule of
law, foster democratic freedom and
promote the common good. Other legal
instruments further specify this
commitment, like the European Social
Charter or specific legislative acts
like the General Data Protection
Regulation (GDPR). *
EU
Al

Al
SDGs Sustainable
Development Goals

17
Al
Al SDGs 17
SDGs17
Al 7
Al
EU EU
SDGs17 Al
SDGs17
Al

SDGs17
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February 14, 2019

Respectfully to: Council for Science, Technology and Innovation, Cabinet Office

BSA COMMENTS ON DRAFT SOCIAL PRINCIPLES ON HUMAN-CENTRIC Al

We offer below a series of recommendations to help advance this vision. These recommendations
are summarized in the following paragraph, with more details set-out in the Annex:

1. Alprinciples should be flexible to account for context-specific nuances that are
implicated by specific use cases and for the multiple stakeholders involved in the
development, deployment, and use of Al;

2. Multi-stakeholder engagement processes and structures are critical to the
development of sound Al policy;

3. Alprinciples should promote market access and technology-neutrality to create a
robust and competitive Al ecosystem,;

4. Al principles should explicitly ensure the free movement of data within and across
borders;

5. Al principles should take a “risk-informed” approach to privacy that avoids over-
prescriptiveness and maintains focus on preventing actual harms;

6. Al principles should promote security and incorporate safety as a fundamental
component of trust in Al tools;

7. Alprinciples should acknowledge that there is no one-size-fits all approach for
achieving fairness, accountability, and transparency in Al systems; and

8. Al Principles should promote innovation by increasing the availability of non-sensitive
government data and eliminating barriers to data analytics.
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Annex: Detailed Recommendations

Paragraph (Pg. No) Recommendations/Comments

General Comments BSA | The Software Alliance (BSA) ! thanks the Cabinet Office
for the opportunity to submit comments on the Draft Social
Principles on Human-Centric Al (Draft Principles).

BSA is the leading advocate for the global software industry
before governments and in the international marketplace. Our
members are at the forefront of software-enabled innovation that
is fuelling global economic growth, including cloud computing and
Al products and services. As leaders in Al development, BSA
members have unique insight into both the tremendous potential
that Al holds to address a variety of social challenges and the
governmental policies that can best support the responsible use
of Al and ensure continued innovation.

BSA welcomes the Draft Principles. They provide an insightful
and important articulation of how principles and policies
surrounding Al development and utilization should place humans
at the center of these considerations. The Draft Principles also
provide an appropriate and balanced discussion on how Al
innovation can enhance human dignity and support sustainable
development goals.

The responsible use of Al has the potential to spur tremendous
economic growth across every sector, improve human decision-
making, and enable cutting-edge breakthroughs on some of the
world’s most pressing challenges. Conversely, Al services that
are not developed or used responsibly, like other ground-breaking
innovations, create a risk of unintended consequences or
malicious uses. Governments are therefore rightly focused on
developing thoughtful policies to address both the opportunities
and risks associated with Al.

BSA and its members are attuned to these challenges and are
committed to developing Al in a manner that will maximize the
benefits and minimize the risks associated with the deployment of
the technology. BSA has published a range of materials related to
Al, including Al Policy Principles, an Al Primer, and examples of
Al being applied in different sectors.?

BSA has also worked closely with governments around the world
on Al policy development and has provided strategic advice from
industry’s perspective on how government policy approaches
should encourage responsible use of Al in order to foster trust

1BSA’s members include: Adobe, Akamai, Amazon Web Services, Apple, Autodesk, AVEVA, Bentley Systems, Box,
Cadence, Cisco, CNC/Mastercam, DataStax, DocuSign, IBM, Informatica, Intel, MathWorks, Microsoft, Okta, Oracle, PTC,
Salesforce, Siemens PLM Software, Slack, Splunk, Symantec, Synopsys, Trend Micro, Trimble Solutions Corporation,
Twilio, and Workday.

2 https://ai.bsa.org/
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among businesses and consumers and ensure continued
innovation.

In our view, the Draft Principles represent an important and
positive step towards addressing responsible development,
deployment and use of Al. The Draft Principles’ recognition that
multiple stakeholders have important roles to play in unlocking
the full potential of Al is a critically important insight. Ultimately,
advancing the vision of “Society 5.0” will require an all-of-society
approach. To that end, we are strongly supportive of the goal of
developing Social Principles to help promote an “Al-Ready
society.” We offer below a series of recommendations to help
advance this vision. These recommendations are summarized in
the following paragraph, with more details set-out in the Annex:

1. Alprinciples should be flexible to account for context-
specific nuances that are implicated by specific use
cases and for the multiple stakeholders involved in the
development, deployment, and use of Al;

2. Multi-stakeholder engagement processes and
structures are critical to the development of sound Al

policy;
3. Al principles should promote market access and

technology-neutrality to create a robust and competitive
Al ecosystem;

4. Al principles should explicitly ensure the free
movement of data within and across borders;

5. Alprinciples should take a “risk-informed” approach
to privacy that avoids over-prescriptiveness and
maintains focus on preventing actual harms;

6. Al principles should promote security and
incorporate safety as a fundamental component of
trust in Al tools;

7. Al principles should acknowledge that there is no
one-size-fits all approach for achieving fairness,
accountability, and transparency in Al systems; and

8. Al Principles should promote innovation by increasing the
availability of non-sensitive government data and
eliminating barriers to data analytics.

Section 2, Pg. 3: on
Dignity, Diversity and
Inclusion, and
Sustainability

BSA strongly agrees that Al systems and applications should be
developed, deployed, and used in ways that promote Dignity,
Diversity & Inclusion, and Sustainability. BSA supports broad
access to the benefits of Al, particularly because many
applications of Al will contribute greatly to improving underserved
members of society.

Recommendations:
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BSA recommends including:

Acknowledgement that Al principles should be flexible
enough to account for context-specific nuances, including
considering the differences between uses that are consumer-
facing and those that are developed as enterprise solutions
or that use data solely from machine-to-machine
communication.

Section 3, Paragraph 1, pg.

4, on the need to consider
“interaction with
technological progress”;

and

Section 3, Paragraph 6,
pg.4, on “Social Systems”

BSA supports the Draft Principles’ recognition that Al principles
should be applied to the entire “social system” including multiple
sectors (e.g. medical, financial, and energy) and should be
flexible, so that the respective sectors can evolve and cope with
the evolution of Al technology and its unique effects on these
sectors.

Principles and policies directed at Al should take into account the
diverse set of underlying technologies and use cases that
comprise the Al ecosystem. Exciting and beneficial new
applications of Al are constantly being developed, making it
difficult to predict the full range of potential uses cases. It is
therefore important that any principles or considerations identified
at a single point in development time not remain static but evolve
as the technology and its application develops. Hence a
principles-based approach to governing Al is preferred to one that
involves binding regulation.

Recommendation:

The Draft Principles should include overt recognition that Al
principles should be flexible enough to account for the
multiple stakeholders involved in the development,
deployment, and use of Al, and the context-specific nuances
that are implicated by the diverse range of Al applications
(e.g., including considering the differences between usesthat
are consumer-facing and those that are developed as
enterprise solutions or that use data solely from machine-to-
machine communication).

Section 3, Paragraph 8, pg.
5, on the need to create
“industry structures” that
are conducive to innovation
and internationally open

BSA supports the recognition that industry structures should be
“flexible and open internationally.”

Recommendations:
As an overt recognition of the importance of the digital
economy and trade policies that drive job creation,
competitiveness, and innovation, the Draft Principles should
include a broad principle that there should be no market
access barriers and no discrimination against innovative
Al applications and services.

In addition, policies should also support the free movement
of data across borders, given the importance of
international data transfers to the development of Al. In
addition, free movement of data also allows for businesses at
every level, including small and medium business, to have
access to cutting-edge Al services, many of which rely on the
seamless international transfer of data.
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Section 3, Paragraph 12,
pg. 5 on the establishment
of an agile system of
“diverse stakeholders” to be
engaged on Al governance
issues; and paragraph 13
on “international
collaboration systems”.

BSA welcomes the document’s focus on multi-stakeholder
involvement. As Al systems are used in many different ways, it is
important to ensure that best practices and recommendations are
developed in collaboration with all involved stakeholders, and
grounded in the necessary technical considerations. In addition,
such best practices and recommendations should incorporate an
international view.

Recommendation:

The document can include further consideration on the
importance for governments to put in place specific process or
structures that ensure multi-stakeholder engagement as Al
policies or regulations are developed. For example, encouraging
the introduction of an advisory council, or other public-private
collaborations, to advise on the development and review of
relevant principles as technologies develop.

In addition, this document should also include a statement on the
importance of aligning domestic efforts to internationally-
recognized standards and principles.

Section 4.1(3), pg. 7 and 8
on Privacy

BSA supports the implementation of privacy practices that protect
individual rights and build trust in Al systems and applications.
Privacy best practices include those that increase the
transparency of personal data collection and use; enable and
respect informed choices by providing governance over that
collection and use; provide consumers with control over their
personal data; provide robust security; and promote the use of
data for legitimate business purposes.

Frameworks for privacy best practices should be risk-based,
principle-driven, and eschew overly prescriptive requirements.
Incorporating flexibility into such frameworks will ensure
individuals are able to exercise appropriate control over their
personal information and, at the same time, not stymie the ability
of companies to provide innovative products and services.

Recommendations

Sub-Paragraph 3 rightly recognizes that personal data should
be “properly protected according to its importance and
sensitivity.” Other portions of this section would benefit from a
better alignment with this important principle. For instance,
we recommend a clarification in Paragraph 1 that not all
forms of Al pose heightened risks regarding the use of
personal data. Rather than suggesting that “more careful
treatment of personal data” is needed in the context of Al writ
large, it would be helpful to clarify that heightened scrutiny is
warranted in circumstances where Al could consequentially
“affect the rights and benefits of individuals.” Rather than
focusing on the nature of the data itself, or the particular
technology or system managing the data (e.g. Al), the Draft
Principle should instead focus on the risk of harm to the
individual.

In cases where the use of Al could result in
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greater risk of harm to individuals, mechanisms
or frameworks should be put in place to address
such scenarios.”

As currently drafted, Sub-paragraph 2 suggests that all Al
systems should include a mechanism for ensuring accuracy
and enabling users to be “substantially involved in the
management of his or her data.” While we support the Sub-
paragraph 2 recommendation in principle, we suggest that it
too should be revised to allow for a risk-informed approachto
determining whether (and what types of) redress
mechanisms are needed to address potential risks of
consequential harm that a specific Al system poses.

paragraph 2:

“Al that uses personal data should kave-a-fakr
meechanism-incorporate mechanisms that ensuresto
address risks of consequential harms to the public.
Such mechanisms may include tools to ensure
accuracy and legitimacy and enable the person

p#waey exercise control
over thelr personal data where appropriate”

Section 4.1(4), paragraph
1, pg.8 on Security

BSA is a strong advocate of cybersecurity and resilience. As Al
and other digital technologies increasingly enable a globally
connected economy, we recognize that society must be vigilant in
addressing increased security risks. BSA advocates for policies
that strengthen enhanced security measures outlined in our
International Cybersecurity Policy Framework.3 While we broadly
support the Draft Principles’ discussion on Security, we suggest
the following improvements:

Paragraph 1, on the impossibility of Al systems to respondto
“rare events or deliberate attacks.” In an effort to future-proof
these principles, it is helpful to avoid staking out absolute
positions about the potential for Al to address specific
problems. It may be more accurate to instead state the
following:

“agithin tho ceana af tadav'c __-__e___e__e_e___ t {.S

Hapessiblefor there may be cwcumstances where Al
is unable to respond appropriately to...”

BSA is fully committed to the highest standards in Al
development and deployment. Trust can only be earned
through safety in practice. We recommend also includingthe
concept of “safety as a fundamental component of trust in Al
tools.”

Section 4.1(5), pg. 8 on fair
competition

BSA supports policies that foster fair competition among trading
partners and between private firms. Al remains a burgeoning field
with quickly evolving market dynamics. Domestic competition

3 https://bsacybersecurity.bsa.org/wp-content/uploads/2018/04/BSA _cybersecurity-policy.pdf
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policies should therefore remain technology-neutral, avoiding the
creation of Al-specific rules. International competition for Al
services should be encouraged by eliminating barriers to digital
trade and ensuring that foreign markets are kept open. This
includes ensuring that cross-border data transfers are permitted,
and that data localization mandates and other protectionist
measures that favour domestic technologies and producers are
prohibited.

We recommend the following in particular:

Promote competition by ensuring the free movement of data
within and across borders. Given the importance of cross-
border data to the modern economy, governments must use
privacy or security policies only as necessary, and never as
disguised market access barriers.

Section 4.1(6), pg. 8 on
fairness, accountability and
transparency

BSA agrees that the principles of fairness, accountability, and
transparency (FAT) are critical to the development of trustworthy
Al. BSA members are constantly developing and updating
policies and technological solutions to reduce the impact of bias
in Al processes — as well as any other processes — to ensure
trust and confidence in their products. BSA members are fully
committed to ensuring that Al systems respect fundamentalrights
and norms.

The ideal mechanisms for building FAT into any particular Al
system will vary depending on a variety of factors, so guidance on
these issues must remain sufficiently flexible to accommodate
different use cases and means of deployment. For instance, the
level of transparency that is necessary to support public trust in
an Al system that provides restaurant recommendations based
upon user-inputted criteria is unlikely to require an intricate level
of transparency or explanation. In contrast, when an Al system is
deployed in a context that affects consumers’ eligibility in
consequential areas, such as access to credit or housing, the
public will rightly have far greater expectations about the
effectiveness of measures the system’s developer has
implemented to ensure the systems decisions are consistent with
high standards of fairness, accountability, and transparency.

It is also important to recognize that there may be contexts in
which efforts to safeguard one ethical principle might come at the
expense of others. For instance, there may be circumstances in
which design choices aimed at preserving the fairness and
accountability of an Al system could involve trade-offs with the
degree to which the underlying model can be made transparent
or explainable to the public. For example, in designing a fraud
detection system, the need to ensure that it is operating in an
accurate and unbiased manner may necessitate limited
disclosures to the public about how it operates. Indeed, there are
instances where too much transparency can have the unintended
consequence of making an algorithm vulnerable to manipulation.
Moreover, research has shown that disclosing the algorithms,
source codes, or associated data sets is ineffective in helping to
provide explanations, in part because they cannot be
meaningfully understood in isolation.
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Recommendations:

Sub-paragraph 3, on “appropriate explanations should be
provided...”, is overly prescriptive and sits at odds with the rest of
the document that is principle-based. We recommend the sub-
paragraph instead state that *
be-provided-such-as assessments for what is an appropnate
level of explanation should be carried out, and such
explanations may include the fact that Al is being used...”.

Section 4.1(7), pg. 9 on
Innovation

Data is critical to the development of Al. As a result, a sound
approach to data policy is intrinsically linked to the ability for
societies to innovate and apply Al. BSA has written about the
need for sound data policy to spur Al innovation, providing key
recommendations.In particular, government data sets are a
resource that can improve the training of Al models, create more
inclusive societies, and serve as a catalyst for economic growth.
It is likewise important to eliminate unnecessary barriers that may
prevent researchers from harnessing data to which they have
lawful access for the purpose of training Al systems.

Recommendation:

In addition to addressing issues related to efficient collection and
maintenance of data utilized by Al, the Draft Principles should
encourage governments to make non-sensitive data freely
available to the public in machine-readable formats.

The Draft Principles should also acknowledge the importance of
ensuring that Al researchers are able to use content and data to
which they have lawful access for training Al algorithms and
performing data analytics and digital analysis.

Conclusion

We would like to thank the Cabinet Office again for the
opportunity to comment on the Draft Principles. We appreciate
your kind consideration of our above comments. For any
questions or if any point of clarification is required on any part of
this submission, please feel free to contact us.

4 See https://ai.bsa.org/wp-content/uploads/2018/05/BSA 2018 Al DataPolicy.pdf
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Opinion Letters

Feb 14 2019

Dear Council for Science, Technology and Innovation, Cabinet Office

I will be sending you the opinion letters on the draft of Social Principles of Human-centric Al as

below.

Subject : [Social Principles of Human-centric Al]

Identify the paragraph(Page no.)

Your opinion

Overall vision

First, we would like to commend the
Japanese government for developing this
important principles document. In particular,
Japan’s vision of human-centered Al, where it
is a tool to enable humans’ to live more
convenient and flourishing lives, is
commendable. We appreciate the structure of
the document, which includes guidance both
for developers and utilizers of Al technologies
as well as broader principles for how society
can become Al-ready.

Section (4) Innovation systems (p.5)-
“Therefore, all kinds of data including real
space data, should be instantaneously and
securely available at the Al analyzable level.
It is required that everyone can provide data
at ease and can obtain the benefits from the
data that they provided.”

While we support the objective of increasing
access to data both for development and
analysis of Al systems, to avoid
misunderstanding, we would recommend
clarifying that this data provision should be in
accordance with privacy principles and trade
secrets.

67




Section (5) Governance (p.5)- “The diverse
stakeholders should be cautious not to
exclude the social minorities when they
build the systems to solve
technological/social problems. The
governance can be achieved

not only by law but also by technological
architectures. Industries should play the
independent roles to implement those
architectures flexibly and effectively. In
addition to the domestic governance, we
should implement the international
collaboration systems to cope with the
problems that cross national borders.

We applaud both the commitment to diversity
as well as recognition that new modes of
multi-stakeholder governance involving both
legal, technological and other solutions, with
international cooperation, will be needed to
address the nuanced, diverse and rapidly
evolving nature of Al technologies.

Section 4.1(2) Education (p. 7)- “Literacy
education provides the following contents: 1)
Data used by Al are usually contaminated
by bias, 2) Al is easy to generate unwanted
bias in its use, and 3) The issues of
impartiality, fairness, and privacy protection
which are inherent to actual use of Al.”

While the issues mentioned here are
important (bias, fairness and privacy), these
may not represent an exhaustive list of Al
literacy education. For example, education on
the scope and limitations of Al technologies
beyond bias (e.g. where do we expect Al to
perform more or less accurately for particular
tasks) and methods of ensuring security and
preventing overreliance on automated
decision inputs may also be useful. Publicly
available tools for exploring the performance
of models could be useful to explore.

Section 4.1(3) Privacy (p.7)- “Al that uses
personal data should have a mechanism that
ensures accuracy and

legitimacy...”

While we agree with the spirit of this principle,
it is important to note that in many Al
systems, accuracy cannot be 100% ensured.
Our expectations about accuracy might vary
depending on the potential impact on a data
subject’s well-being: for example, we may
tolerate a lower degree of accuracy for a
book recommendation system based on data
about someone’s favorite novels (where the
harm of inaccuracy is low) compared to a
system determining a data subject’s
likelihood of defaulting on a loan.
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Section 4.1(6) (p.8)- “Appropriate
explanations should be provided such as the
fact that Al is being used, the method of
obtaining and using the data used in Al...

and the mechanism to ensure the
appropriateness of the operation results of Al
according to the situation Al is used.”

As Japan’s paper rightly notes, Al is not a
precisely defined term but rather refers to a
diverse range of practical engineering
techniques. Thus, disclosing that Al is being
used may not be a useful explanation in
every context. For example, while users may
want to know that they are talking to a bot
(generated using Al), they may have less
interest in knowing that the automatic
adjustments on their cameraphones were
made using Al rather than some other
technology.

While we agree that these mechanisms are
important, they may not be easily digestible to
all users of Al systems so disclosing them
may not provide a helpful user experience in
all cases.

Section 4.1(7) Innovation (p.9)- To ensure the
sound development of Al technology, it is
necessary to establish an accessible platform
in which data from all fields can be mutually
utilized across borders with no monopolies,
while ensuring privacy and security. In
addition, research and development
environments should be created in which
computer resources and highspeed networks
are shared and utilized, to promote
international collaboration and

accelerate Al research.

While we agree that promoting the
accessibility and free flow of data within and
across borders is an admirable goal, it would
be useful to have more clarity on what is
envisaged by the data platform referenced
here. We also recommend adding a caveat
“while ensuring privacy, security and
protection of trade secrets and proprietary
information”.
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